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In the previous lecture, we explain the first step in the back-
propagation algorithm.

We will derive the general formula for all layers.
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Let us find the derivative with respect to W (=1 to get
started.

We have:

y = WM p e Wr-Dgn-2
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Let's differentiate with respect to the (%, j) component of

w1,

Let's denote E;; a matrix full of zeros with a 1 at index (z, j).
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Then

Oy

W D) . g2
AW (1], v By

¥»("1) is a diagonal matrix with entries

[,(/)(n—l)]% _ [¢l ® W(n—l)a(n—2)]i
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The scalar W (" ¢(n 1) Ei; E;;a'"? can be re-written using
vectors:

Oy
oW (»=1)];;

W (Mp(=1) is a row vector

_ [W(n)¢(n—1)]i [a(n—2)]j

(n—2)

Qa IS a column vector
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Let's denote

5m) — =) [ (T
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Using matrix notations we get

8y _ 5(77,) [a(n—Z)]T
OW (n—1)

5™ is a column vector

(a7 is a row vector.

Oy

ST (D) IS @ matrix
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Let us briefly repeat this for W (n=2) o0 see how this works.

We now have:

y= WMo o WnDpe Wwn-2gmn-3)
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In matrix form:

0y
O[W (n=2)]

5(n—1) __ ¢(n—2) [W(n—l) ] T¢(n—1) [W(n) ] T

5(77,—1) [a(n—3)]T
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We can now define the general formula.

There is a recurrence relation for 6\%).

) gD) [T 505 gt) _ g

?

" i = [¢' @ W a2,
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Equation for gradient with respect to matrix T (¥)

0Y  _ (ht1) [ (k—10T
owm 0 e
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Explicit expression for the bias

We previously said that the bias can be represented in this
framework by adding a 1 at the end of the activation alk),

With this trick, we can immediately find an explicit expression
for the gradient with respect to the bias.
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Gradient with respect to the bias
_ 5(k—|—1)

Oy
obk)
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The implementation can be done in two passes called the
forward and backward passes.

16/ 22



In the following, for completeness we will reintroduce the
biases.
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Forward pass

We compute all the activations.

18/ 22



k goes from 1ton — 1.
¢@( (k 1) _|_b(k))
a =z
@ ® means that ¢ is applied element-wise to

Wk g k-1 o pk)
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We also need to save the values of the derivative:
Y ® = (¢ © (WEgE-1) 4 pR)),

¥'®) is a diagonal matrix.
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Backward pass

For k going from n to 2:

58 — k=) [y (BT (k1)
5(n—|—1) — 1
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Derivatives: fromk =ntok =1

oW (k)
0y __ 5(k—|—1)
Ob(F)

8y _ 5(k+1) [a(k—l)]T
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